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**Abstract**

How do researchers want to be recognized and rewarded for sharing and reusing data? Which metrics are of interest? This research-in-progress paper presents initial findings from a semi-structured interview study investigating data practices of researchers across disciplines who both reuse or do not reuse data. We report the initial findings of a thematic analysis of questions related to recognizing and rewarding ‘data work’ and examine the role of citations as mechanisms for reward. We conclude by discussing next steps in our ongoing analysis and outline future directions.

## **1. Introduction**

Data sharing and reuse are recognized as important pillars in conducting and enabling open science. These practices are shaped by existing infrastructures, policies and disciplinary norms (Borgman, 2015), as well as by barriers ranging from a lack of time to concerns about protecting future research directions (Tenopir et al., 2020). Another potential barrier is that the work involved in managing and sharing data is often not currently recognized in systems of academic reward (Alperin et al., 2020).

Data citations and metrics based on views or downloads have been suggested as mechanisms for rewarding and incentivising data sharing and reuse (Lowenberg et al., 2019). But do researchers view data citations as ‘rewards’ in academia? Would researchers like their data work to be rewarded and assessed? Which metrics, if any, would be of interest?

This **research-in-progress paper** presents initial results from an interview study addressing these questions with both reusers and ‘non-reusers’ of research data across disciplines. The interviews build on and explore in depth the findings of a recent survey on practices of data citation and reuse (Gregory, Ninkov et al., 2023). We begin by briefly situating the interview study within the context of the broader literature as well as the relevant results from this survey. We then report initial findings from the interviews related to questions of academic recognition and reward for data work (e.g. data management, sharing and reuse). We conclude by discussing next steps in our analysis and in this ongoing research project.

**2. Background**

The concepts of incentives, rewards, and academic recognition are centrally linked to narratives about encouraging data sharing, reuse, and citation. Citations, framed by Merton as ‘pellets of peer recognition’ (1988, p. 621) in the context of literature citations, are an oft-emphasized motivation for sharing and crediting the use of research data.

Several recent surveys have empirically confirmed the role of data citations in encouraging and rewarding data sharing. In a recent survey of researchers in the physical, life, and computing sciences, 92% of respondents indicated that data citations provide an important means of crediting data creators (Tenopir et al., 2020). A series of surveys, conducted by Digital Science since 2016, support this finding. According to the most recent report, approximately two-thirds of respondents across disciplines see citations to articles about the data as a motivation for sharing data, with 54% selecting data citations. (Digital Science et al., 2022).

The majority of respondents to a cross-disciplinary survey by Khan et al. (2023) also selected data citations more frequently than other options as a means of recognizing data sharing. Additionally, respondents suggested other recognition mechanisms including data badges and financial rewards. Publishers and open science advocates have proposed similar ‘alternative’ incentives (e.g., Kidwell et al., 2016). Others have also suggested altmetrics or usage metrics, including views and downloads, as possible ways of incentivising data sharing (Konkiel, 2020; Lowenberg et al., 2019). However, such measures are not yet widely implemented or fit for practice.

In our own survey, we asked specific questions about recognizing data as standalone research outputs and ways of rewarding data work, including preferred metrics. (Gregory, Ninkov et al., 2023; Ninkov et al., 2023). In line with the findings of previous surveys, 82% of 2,492 respondents indicated that they would find it important or extremely important to know the number of citations which their data receive. However, 70% of respondents also indicated that they would be interested in detailed ‘data narratives’ describing the context of how their data had been reused (Ninkov et al., 2023).

We hypothesized that there may be differences between the attitudes of ‘re-users’ and ‘non-reusers’ of data regarding the recognition and reward of data work. Surprisingly, not many statistically significant differences between the two groups were identified. Across the population, 78% of survey respondents found it to be important to reward the creation of good data documentation and workflows and 60% indicated it was important to have data recognized as standalone research outputs (Ninkov et al., 2023).

Mirroring the desire among our respondents to reward data workflows, science policy is increasingly moving away from one-dimensional indicator-based assessment of research outputs. Awareness has grown that research assessment needs to be reformed, and that it should recognize research as a *process* rather than a series of outputs*,* e.g. in the Open Science Career Assessment Matrix (Directorate-General for Research and Innovation (European Commission) et al., 2017). Accordingly, we have conceptualized the idea of ‘data work’ for our interview study: data work not only comprises data as an output, e.g., a shared dataset, but also the processes of collecting, cleaning, working with, documenting, and sharing data.

## 3. Interview Methods and Data

*3.1. Interviews*

We conducted 20 interviews with researchers across disciplines who self-identified as reusing or not reusing data. Interviews lasted approximately 60 minutes, and were conducted between September 2022-March 2023 via Zoom.

*3.2. Participant recruitment and description*

Seven participants were recruited via convenience sampling as part of planned pilot testing, and 13 participants were recruited from respondents to our survey who indicated that they would be willing to participate in future research. We aimed to speak with participants across a variety of research domains who either reuse data or do not (Table 1). A secondary inclusion criteria was to have a diversity of research methodologies present in the interview sample.

Table 1. Participant description

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Participant** | **Discipline** | **Reuses data** | **Career age (years)** | **Primary methods** |
| P01 | Natural Sciences | Yes | 31+ | Mostly quantitative |
| P02 | Humanities | Yes | 6-15 | Mixed methods |
| P03 | Social sciences | No | 6-15 | Mostly quantitative |
| P04 | Medical and health | Yes | 6-15 | Mixed methods |
| P05 | Natural sciences | No | 0-5 | Mixed methods |
| P06 | Natural sciences | No | 6-15 | Mostly quantitative |
| P07 | Humanities | Yes | 0-5 | Mostly qualitative |
| P08 | Social sciences | Yes | 0-5 | Mostly quantitative |
| P09 | Humanities | Yes | 0-5 | Mixed methods |
| P10 | Natural sciences | Yes | 0-5 | Mostly quantitative |
| P11 | Natural sciences | No | 0-5 | Mostly quantitative |
| P12 | Medical and health | No | 31+ | Mostly quantitative |
| P13 | Humanities | No | 31+ | Mixed methods |
| P14 | Humanities | No | 6-15 | Mixed methods |
| P15 | Natural sciences | Yes | 16-30 | Mostly quantitative |
| P16 | Medical and health | Yes | 6-15 | Mostly qualitative |
| P17 | Humanities | Yes | 31+ | Mostly qualitative |
| P18 | Social sciences | No | 16-30 | Mostly qualitative |
| P19 | Humanities | Yes | 16-30 | Mostly qualitative |
| P20 | Social sciences | No | 16-30 | Mostly qualitative |

*3.3. Interview protocol*

Using an iterative process, we developed a semi-structured interview protocol for researchers who reused data, which was slightly modified for participants who do not (Gregory, Roblin et al., 2023). After the first two pilot interviews, slight changes to the question wording and ordering were made. As the meaning of the protocol and responses remained the same, all pilot interviews are included in our results. Questions centered around i) participant’s own data citation and reuse practices; ii) preferences for their own data; and iii) recognition and reward of data work. This paper reports initial findings from the third set of questions.

*3.4. Data and Initial Analysis*

Interviews were recorded and transcribed using otter.ai, followed by manual correction and anonymization. We used a combination of deductive and inductive coding in this initial thematic analysis. Deductive codes mirrored the structure of the protocol. The authors individually read a subset of transcripts to develop an initial set of inductive codes, which were collaboratively discussed and defined. The transcripts were read and re-read; special attention was paid to questions related to reward and recognition, but also to other pertinent sections. Relevant codes were applied and analyzed as a first step in our thematic analysis. Emerging themes are indicated in bold in Section 4.

## **4. Initial Findings**

*4.1. Rewarding data and data work*

Some participants believe that data should be seen as equal to other research outputs, i.e. publications, in part because of the vast amount of work required to make data available and understandable (P1, P2, P13, P16). At the same time there may be differences in this perspective even within disciplines.

The amount of work and research that goes into carefully curating these datasets to be able to analyze in this way is 75% of the project. But my perception, again, could be wrong, is that folks in my field [..], the musicology side of the field, just don't see it as research and so they don't regard it on the same level. Whereas in Digital Humanities, they totally get how much work it is [...]. I would like the creation of and production of datasets to be treated at the same level as, you know, the publication of a peer-reviewed article. (P2)

The desire to have **data recognized as standalone research outputs** often does not match the reality some researchers face (P3). This is in part driven by a product-based mentality, e.g. in sociology, where articles and books are seen as typical products, but creating publicly available data and software is “at best, [..] looked at positively. But [..] in probably virtually no case is it evaluated as equally as, like, an article” (P8).

If data were to be considered as separate outputs in academic assessments, more education would be needed about how to evaluate the data themselves, as evaluators may not have the expertise, and because shared data have already been trimmed and cleaned (P3).

It is not always possible for participants to **separate ‘their data’ from other research outputs and activities**. This was clear, e.g., for a philosophy scholar whose data are the literature they use to build arguments, which makes it impossible to evaluate data independently from their publications (P7).

For another participant, synthesis, analysis, and writing are part of a broader process that cannot be meaningfully separated from the data themselves. Solely making data available - without any analysis - may be too reductive of an activity.

To me, it's part of the whole process. But if [..] colleagues of mine would only have data as their outputs it's too easy. The part of the challenge in every field is to synthesize something from the data [..] and to come up with original ideas [..] hypotheses that fit the data, etc. [..] Just outputting data is not a merit, I think; it’s part of it. (P19)

Data are also not seen as valued outputs because academic assessments focus on publications and associated citations. Assessment practices therefore pre-determine the value of both data and data citations.

Interviewer: If you produce a dataset and you produce an article is that an equal contribution?

P10: I guess I must not see it that way because I don't really care about being cited for data, but I would want someone to cite my paper [..] maybe it's because I don't really think that a hiring committee would care as much that I had a cited dataset.

*4.2. Citations and metrics as mechanisms for reward*

Surprisingly, participants do **not tend to conceptualize citations - to literature or to data - as being a ‘reward’** in and of themselves. Rather, citations are viewed more as status symbols within a community, and data citations more as indicators of data reliability and trustworthiness (P5).

In the context of academic assessments, (literature) citations, as well as grant procurement, are seen as checkboxes or evaluation criteria to be met. According to a senior researcher, just because something is a criterion, does not mean it is an incentive. The mere fact of having something listed as an evaluation criterion may decrease researchers’ internal motivations (P20).

Participants were often hard-pressed to identify potential metrics for data without prompts. One participant reflected that any data metrics were likely to lead to more work for researchers, as they would need to be collected for application material in the context of tenure or grant proposals (P4).

While some participants saw data metrics as a potential, albeit not quite fully developed, first step to incentivize and reward data sharing, there was an **overall skepticism regarding the use of metrics and citations** in evaluations, due to embedded biases and the potential gaming of metrics (P3). Some participants proposed alternative means for recognizing and rewarding data work. Rather than adhering to the view that data citations could be a form of academic currency, they advocated for the use of monetary currency as a form of reward (P13, P15).

I think a cash bonus from the National Science Foundation would be nice. I'm like semiserious there. It's a [..] ton of work to package this all up. And so getting a little boost would be nice or, you know, a prize would be nice. So it's not going to be citations, but [..] something that would enhance your reputation a little better. (P15)

When prompted, only few participants saw expanded forms of data documentation, e.g. descriptions in lab notebooks, as a possible avenue for assessing data. In order to be effective, evaluators of these descriptions would need both disciplinary and data management expertise (P5).

An emergent theme in the analysis is that the **quality of potential metrics** or rewards is possibly more important to participants thandetails about which metrics are used. We are also beginning to see that data recognition and reward are embedded withinparticipants’ communities, often **very small research communities, rather than broader disciplines**. The value of data work lies in making something that is useful to these communities (P1, P19, P2, P3).

## **5. Discussion**

Comparing our initial findings to the literature, we see that citations may act as ‘status symbols’, rather than as rewards per se. We also see that for some participants, it is not possible to separate data from other research outputs or from other research and analysis activities. In line with Khan et. al (2023), our results suggest that financial rewards and prizes may offer incentives that citations cannot. Questions remain about who can best evaluate data work and for which purposes.

Our continuing analysis will examine potential differences (and similarities) between data re-users and non-reusers. We will also further develop emerging themes and relationships with research methodologies. We plan to combine the thematic analysis of the interview transcripts with a complementary analysis of the open-ended questions from our survey.

Thematic analysis is an iterative process. Presenting a step in this analysis as a research-in-progress paper allows the process itself to be more visible and open. We expect that our codes and themes will continue to evolve as our analysis continues.

**Open science practices**

The presented research is part of the Meaningful Data Counts-project, which aims to provide empirical evidence on data reuse and data citation practices, and to improve the understanding of the role that data play in scholarly communication. The research itself therefore contributes to a better empirical understanding of the effects of open science and its related practices. Furthermore, the project team actively engages in open science practices, especially via sharing pre- and post-prints of published research articles, data, data analysis protocols (such as Jupyter notebooks), interview protocols, and (anonymized) survey and interview material. A research data management plan (RDMP) serves as a living document to guide our own data practices (Ninkov et al., 2020). The original and updated versions of the RDMP document and make visible the evolution of our data handling. All research outputs and the interview protocol for this study are openly published on Zenodo under <https://zenodo.org/communities/meaningfuldatacounts/>. Interview transcripts from this study will not be shared to protect participants. We are currently looking into ways of sharing our codebook and coding to make the thematic analysis more transparent without jeopardizing participants’ anonymity.
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