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**ABSTRACT**

Risk plays a fundamental role in scientific discoveries, and thus it is critical that the level of risk can be systematically quantified. Knowledge recombination is an important route to generating new knowledge, but it often fails. We propose a novel approach to measuring *risk* involved in this discovery process. Drawing on machine learning and natural language processing techniques, our approach converts knowledge elements in the text format into high-dimensional vector expressions and computes the probability of failing to combine a pair of knowledge elements. Testing the calculated risk indicator on survey data, we confirm that our indicator is correlated with self-assessed risk. Further, as risk and novelty have been confounded in the literature, we examine and suggest the divergence of the bibliometric novelty and risk indicators. Finally, we demonstrate that our risk indicator is negatively associated with future citation impact, suggesting that risk-taking itself may not necessarily pay off. Our approach can assist decision making of scientists and relevant parties such as policymakers, funding bodies, and R&D managers.
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**1. INTRODUCTION**

Science is a risky business by nature. Such risk and uncertainty tend to be especially high when scientists aim at novel discoveries (Bourdieu, 1975; Merton, 1973). Thus, there is a growing concern over scientists' risk-averse behavioral patterns, and science communities and policymakers emphasize that efforts should be made to facilitate high-risk-high-return research (Franzoni and Stephan, 2021; Gewin, 2012; Machado, 2021; OECD, 2021).

Despite its fundamental role, risk and uncertainty in science have been poorly understood (Althaus, 2005; Aven, 2011; Franzoni and Stephan, 2021; Hansson, 2018), which this study aims to contribute to. Specifically, we aim to develop a bibliometric approach to quantify the degree of scientific risk in a particular mode of scientific discovery process – recombination, which is an indispensable route to generate new knowledge (Fontana et al., 2020; Uzzi et al., 2013). The previous literature seems to make an assumption that novel research is risky (Machado, 2021; Reinhilde et al., 2022). While novel research may entail some risks (Franzoni and Stephan, 2021; Wang et al., 2017), risk and novelty are not equivalent. Opportunities for novel recombination may be difficult to identify but may be easily achieved once the opportunity is identified.

To quantify risk in the recombination process, we employ machine learning and natural language processing techniques. Drawing on past trajectories of science, we develop a machine learning model that predicts whether a certain pair of knowledge elements will be linked or not in the future. The developed model calculates the probability that the pair of knowledge elements is combined, or put differently, the risk in achieving or failing in recombination. This risk indicator is validated by a questionnaire survey that we carried out, in which scientists self-assessed the anticipated risk of their own projects. We further examine the relationship between risk and novelty.

The contribution of this study is two-fold. First, this study is the first to offer a validated indicator of risk in science, which contributes to the underdeveloped literature on risk in science (Franzoni and Stephan, 2021; Machado, 2021; Reinhilde et al., 2022). Second, the proposed approach offers a practical tool for scientists, policymakers, and other parties in assessing the feasibility of research plans and in developing research strategies.

This paper is structured as follows. Section 2 reviews previous studies.Section 3 describes our approach to quantify risk in recombination in science. Section 4 validates the risk indicator with the questionnaire survey. Section 5 examines the relationship between risk and novelty indicators. Section 6 summarizes the results and discusses implications.

**2. LITERATURE REVIEW**

**2.1. Risk in Science**

In general, risk is attributed to imperfect information (Marinacci, 2015). Scientific research is risky in this regard because scientists often start researching without having a clear expectation (Bourdieu, 1975; Shibayama, 2019; Whitley, 1984) and cannot perfectly know whether or what they will discover. Once a discovery is made, the consequence of the discovery might also be unpredictable (Franzoni and Stephan, 2021).

**2.2. Risk in Recombination**

Among various types of risk in science, this study focuses on risk entailed in a particular mode of discovery process – recombination, which is an important route to generate new knowledge (Fontana et al., 2020; Uzzi et al., 2013). Previous literature tends to consider attempts for more novel recombinations to be riskier. Indeed, Franzoni et al. (2018) conducted a survey and found that the respondents' assessment of risk is correlated with a recombinant novelty indicator. Wang et al. (2017) showed that publications with higher novel recombination scores have higher variance in their citation impact.

**2.3. Measuring Risk in Recombination**

***Recombinant novelty indicator***. The majority of novelty indicators drew on the rarity of or the distance between a combination of knowledge elements. Yet another approach draws on text information. Shibayama et al. (2021) assign a high dimensional vector to all relevant words based on the previous co-occurrences of those words, position all documents in the high-dimensional space based on the document text, and finally calculate the distance between a cited reference pair.

In these operationalizations, novelty may be associated with some challengingness. In fact, the previous studies proposing to use the novelty indicator as a proxy of risk are based on mixed reasonings in terms of what they mean by risk (Machado, 2021; Reinhilde et al., 2022). Thus, the two concepts are confounded (Franzoni et al., 2018; Franzoni and Stephan, 2021). Therefore, this study aims to measure risk in the process of recombination more directly.

***Prediction of knowledge evolution***. We need a technique to predict a type of knowledge evolution. While some studies aim to understand the generic mechanisms and laws behind knowledge evolution (Mazzolini et al., 2018; Tria et al., 2018), others focus on micro mechanisms with which knowledge elements are combined (Butun and Kaya, 2020; Sebastian et al., 2015). The latter is often reduced to link prediction problems in a network of scientific documents.

These link prediction algorithms draw on either node attributes or network topology. Earlier studies tend to rely on node attributes, while more recent studies draw on topological network features, contending that topological information allows more precise prediction (Butun and Kaya, 2020).

**3. Prediction of Recombination Risk**

We similarly use link prediction algorithms to assess whether a pair of knowledge elements will be linked or not. Specifically, we draw on the word embedding technique to capture the semantic information of knowledge elements (Mikolov et al., 2013). We assign a vector expression to each knowledge element and predict the likelihood of a pair of elements being linked based on the corresponding vector pair.

**3.1. Predicting Future Co-citation**

To build a link prediction model, we draw on a published paper as a knowledge element and consider that two knowledge elements are combined if a pair of papers are cited together by at least one paper. With classification algorithms we compute the probability of two papers to be co-cited. By subtracting this probability from 1, we obtain the risk of failing to combine the knowledge elements.

***Data*.** We sampled papers in the field of biomedicine from the Web of Science (WoS). We prepared a sample of 120,000 paper pairs, a half linked and the other half non-linked, as the training data. We repeated the same sampling process to prepare the test data of the same size.

***Word embedding*.** We drew on the word embedding model that is trained with publication data up to 2010 in WoS. The model provides 300-dimensional vector representations for 1.7 million unique words. For each paper listed in the training and test data, we extracted its title and the abstract and assigned a word vector to each word included. Finally, we averaged all word vectors to generate a document vector for each paper.

***Classifiers*.** The goal of the link prediction model is to classify linked and non-linked pairs. For this classification task, we drew on several classifiers that have been commonly used for text data. We ran 9 classifiers on the training data with Python’s Scikit-learn package (Pedregosa et al., 2012) and developed 9 models. We fine-tuned the hyperparameters of these models using Grid search with 5-fold cross-validation.

**3.2. Performance of Prediction**

To assess the performance of each trained model, we applied the models to the test data. Fig.1 presents the precision, recall, and F1 scores. The figure shows that SVM has both the highest precision (0.857) and the highest recall (0.875). Overall, SVM demonstrates the most desirable performance among the tested classifiers. Then we applied the trained model based on SVM to the test data and computed the probability of each paper pair to be linked. Results suggest that our link prediction model based on word embeddings can compute the risk in recombining a pair of knowledge elements.

**Fig.1 Performance of Link Prediction Classifiers**



Note. BNB: Bernoulli Naïve Bayes, GNB: Gaussian Naïve Bayes, LR: logistic regressions, RR: ridge regressions, LDA: linear discriminant analysis, QDA: quadratic discriminant analysis, RF: random forest, XGBoost: eXtreme Gradient Boosting, and SVM: support vector machine.

**4. Validating Recombination Risk indicator with Survey**

To further validate our recombination risk indicator, we carried out a questionnaire survey and asked the respondents to self-assess the risk of their past project.

**4.1. Risk indicator**

To bibliometrically compute the risk of a project, which is operationalized as a paper, we draw on the references cited by the focal paper as knowledge elements. As a paper usually has multiple references, we form all possible combinations from these references (for example, 10 references make 45 pairs). For each reference pair, we compute the risk score based on the SVM model developed in Section 3.

Suppose a focal paper has *N* references. Let $r\_{ij}\in [0,1]$ be the risk score in combining reference *i* and reference *j* ($i, j\in \left\{1,…,N\right\}, i\ne j$). The focal paper is characterized by a series of risk scores for the recombination of *N* elements. We prepared a series of risk indicators by taking various percentile values:

$$\begin{array}{c}Risk\_{p}=p percentile value of r\_{ij}\#\left(1\right)\end{array}$$

where *Risk0* is the minimum and *Risk100* is the maximum.

**4.2. Questionnaire Survey**

***Sample***. We randomly sampled 4,625 authors. After three rounds of requests, 397 were bounced back and 378 responses were collected (response rate = 8.9%).

***Questionnaire.*** We developed a questionnaire survey on various qualities of scientific papers based on interviews of scientists and tested it with a small-scale pilot survey. Of the survey questions, this study draws on two items concerning risk, which assess how the respondents perceived the risk of their project in two aspects.

**4.3. Validation**

To examine the correlation between the bibliometric indicators (*p* = 0, 10, …, 100) and the survey scores, we first regressed the bibliometric indicators on the survey scores.

Table 1 shows the result of the regression analyses. Comparing the two survey scores, the result suggests that our bibliometric risk indicators are correlated with overall risk (Table 1A) but not with technical risk (Table 1B). Regarding the overall risk, the result also shows that overall risk = 2 is significantly positively correlated with the bibliometric indicators but overall risk = 1 is not, which is as expected.

**Table 1 Regression Analysis**

**(A) Overall Risk**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | *Risk0*  | *Risk10*  | *Risk20* | *Risk30* | *Risk40* | *Risk50* | *Risk60* | *Risk70* | *Risk80* | *Risk90* | *Risk100* |
| *Overall risk* = 0 (base) |  |  |  |  |  |  |  |  |  |  |  |
| *Overall risk* = 1 |  -.039 (.232) |  -.107 (.135) | -.104 (.120) | -.080 (.115) | -.085 (.108) | -.080(.105) | -.044(.103) | .046(.100) | -.053(.099) | -.064(.105) | -.109 (.166) |
| *Overall risk* = 2 | 1.151\*(.516) | .689\*(.314) | .608\* (.279) |  .541\*(.246) | .459\* (.226) | .422\*(.210) |  .374†(.198) |  .307 (.194) |  .277 (.180) |  .227(.177) | .595\* (.272) |
| Chi squared | 27.065\*\*\* | 15.704\*\* | 15.303\*\*  | 13.902\*\*  | 11.535\*  | 10.468\* | 8.431†  | 5.384  | 3.784  | 4.067  | 22.948\*\*\*  |
| Log likelihood  | -9.057 | -32.567 | -49.449 | -66.953  | -85.503  | -105.082  | -127.024  | -149.233  | -168.306  | -175.925  | -110.451  |
| N | 353 | 353 | 353 | 353 | 353 | 353 | 353 | 353 | 353 | 353 | 353 |

**(B) Technical Risk**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | *Risk0*  | *Risk10*  | *Risk20* | *Risk30* | *Risk40* | *Risk50* | *Risk60* | *Risk70* | *Risk80* | *Risk90* | *Risk100* |
| *Technical risk* = 0 (base) |  |  |  |  |  |  |  |  |  |  |  |
| *Technical risk* = 1 | .000(.336) | .034(.170) | .030(.144) | .040(.130) | .045(.119) | .058(.114) | .090(.110) | .131(.107) | .133(.106) | .205†(.112) | .216(.174) |
| *Technical risk* = 2 | -.057(.358) | .082(.213) | .0176(.190) | .033(.174) | .019(.162) | -.013(.154) | .014(.148) | .053(.142) | .003(.137) | .000(.136) | .182(.216) |
| Chi squared | 3.937 | 5.352 | 5.737 | 5.833 | 4.864 | 4.661 | 4.413 | 3.419 | 2.191 | 5.245 | 18.682\*\*\* |
| Log likelihood  | -9.194 | -32.767 | -49.672 | -67.143 | -85.606 | -105.021 | -126.730 | -148.766 | -167.824 | -175.229 | -110.536 |
| N | 352 | 352 | 352 | 352 | 352 | 352 | 352 | 352 | 352 | 352 | 352 |

Note. Generalized linear model with a logit link and the binomial family. Unstandardized coefficients (robust errors in parentheses). Two-tailed test. †p<0.1. \*p<0.05. \*\*p<0.01.\*\*\*p<0.001. The sub-fields within biomedicine are controlled for.

We also illustrated the Pearson's correlation coefficients between the survey scores and the bibliometric indicators, finding significant correlations for overall risk but not for technical risk (Fig.3). Concerning overall risk, the figure shows significantly positive correlations across a broad range of *p* values, but stronger correlations are observed particularly at lower *p* values. This implies that the risk of a project is determined by all risks that a project face. Fig.4 further illustrates the distribution of the risk indicators with relatively strong correlations with overall risk (*p* = {5, 10, 15, 20}). Comparing the high and low overall risk groups, it demonstrates that the high-risk group has greater risk scores.

Fig.3 Correlation between Bibliometric and Survey Risk Scores



Note. N = 353. Pearson's correlation coefficients. †p<0.1. \*p<0.05. \*\*p<0.01.\*\*\*p<0.001. We dichotomized overall/technical risk by assigning 1 if overall/technical = 2 and 0 otherwise.

Fig.4 Distribution of Risk Indicators by Overall Risk

  

  

Note. High risk: overall risk = 2. Low risk: overall risk = 0 or 1.

**5. RISK AND NOVELTY**

**5.1. Divergent Validity**

Having constructed the bibliometric risk indicator, we test how it is related to novelty.

***Bibliometric indicators***. We use the bibliometric risk indicators based on the SVM model. As to the novelty indicator, we draw on the recombinant novelty indicator proposed by Shibayama et al. (2021) as it employs an operationalization that is consistent with that for our recombination risk indicator.

***Correlation analysis.*** The result of the correlation analyses is summarized in Table 2. First, We find that recombinant novelty indicators do not appear to capture the risk perceived by scientists, unlike some previous studies assumed (Machado, 2021; Reinhilde et al., 2022). Second, we do not find compelling evidence showing that the novelty indicator captures the particular risk concept studied in this paper.

Table 2 Divergent Validity

|  |  |
| --- | --- |
|  | Bibliometric |
| *Novel* |
| Survey | Overall risk | .070 |
| Technical risk | -.078 |
| Bibliometric | *Risk5* | -.098† |
| *Risk10* | -.058 |
| *Risk15* | -.017 |
| *Risk20* | .008 |

Note. N = 353. Pearson's correlation coefficients. †p<0.1.

**5.2. Prediction of Impact**

We investigate whether and how our indicator of recombination risk, together with novelty, is associated with future citation impact.

***Setup of analysis*.** For this analysis, we use "top-1% cited" (*TC*) in the respective field as the dependent variable, coded 1 if the citation count of the paper is within top 1% and 0 otherwise, and regress it on the novelty indicator (*Novel*) and a risk indicator (*Risk15*).

We randomly sampled 4,000 articles published in biomedicine in 2010 and evaluated their citation impact as of 2018.

***Regression analysis***. Table 3 reports the result of logistic regressions. Models 1 and 2 tests the relationship between novelty and future citation impact, finding a positive coefficient for the linear term and a negative coefficient for the quadratic term. Models 3 and 4 then examines the relationship between risk and future citation impact, finding a negative coefficient for the linear term and a positive coefficient for the quadratic term.

Table 3 Prediction of Impact

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 | Model 6 | Model 7 |
| $$Novel$$ | 2.217\*\*\* (.156) | 8.183\*\*\* (1.146) |  |  | 6.366\*\*\*(1.173) | 6.551\*\*\*(1.186) | 7.896\*\*\* (1.708) |
| $$Novel^{2}$$ |  | -3.276\*\*\* (.638) |  |  | -2.285\*\*\*(.656)  | -2.311\*\*\* (.658) | -2.994\*\* (.984) |
| $$Risk\_{15}$$ |  |  | -14.711\*\*\* (1.396) | -18.375\*\*\* (1.374) | -18.751\*\*\* (1.527) | -14.101\*\*\* (3.268) | 7.810 (13.020) |
| $$Risk\_{15}^{2}$$ |  |  |  | 17.581\*\*\* (1.722) | 18.146\*\*\* (1.866) | 17.698\*\*\* (1.854) | -3.513 (19.653) |
| $$Novel×Risk\_{15}$$ |  |  |  |  |  | -4.977 (3.375) | -50.957(34.117) |
| $$Novel^{2}×Risk\_{15}$$ |  |  |  |  |  |  | 22.869(21.524) |
| $$Novel×Risk\_{15}^{2}$$ |  |  |  |  |  |  | 30.728(57.463) |
| $$Novel^{2}×Risk\_{15}^{2}$$ |  |  |  |  |  |  | -7.093(39.075) |
| Chi-squared stat | 200.967\*\*\* | 216.578\*\*\*  | 116.286\*\*\* | 192.494\*\*\* | 307.846\*\*\* | 330.828\*\*\* | 375.162\*\*\* |
| Log likelihood  | -109.684 | -109.415  | -108.769 | -108.551  | -106.422 | -106.409 | -106.382 |
| N | 3903 | 3903 | 3903 | 3903 | 3903 | 3903 | 3903 |

Note. Logistic regressions. Unstandardized coefficients (robust errors in parentheses). Two-tailed test. †p<0.1. \*p<0.05. \*\*p<0.01.\*\*\*p<0.001. The sampling weight is incorporated in the regression analysis. The sub-fields within biomedicine are controlled for.

As risk and novelty have been confounded in the literature, Model 5 includes both the novelty and risk indicators. The magnitude of the coefficients slightly changes, but the overall relationships remain qualitatively similar. Models 6 and 7 introduce various interaction terms without finding a significant effect. Thus, novelty and risk indicators are associated with future citations through different mechanisms, which also supports our argument that these two indicators capture different concepts.

To visually illustrate the result, Fig.4 presents the contour map of the predicted citation impact with a range of novelty and risk values. it shows that higher citation impact than the average occurs only with high novelty and low risk. In particular, the result suggests that risky recombination, even if successful, cause disadvantages in attracting future citations, although high-risk research has been encouraged (OECD, Machado, 2021; 2021).

Fig.4 Prediction of Impact



 Note. The contour map of *prob*.(*TC*=1) based on Model 5 in Table 3. The red curve indicates the base line (*prob*.(*TC* =1) = 0.01), below which *prob*.(*TC* =1) > 0.01. The novelty and risk indicators are scaled in their percentile values (e.g., 50 is the median of the indicators).

**6. DISCUSSIONS AND CONCLUSIONS**

Overall, this study makes scholarly contribution to the underdeveloped literature on risk in science (Franzoni and Stephan, 2021; Machado, 2021; Reinhilde et al., 2022) by providing the first validated indicator of a particular type of risk.

We expect that the proposed method is applicable not only to scientific papers but also to other types of scientific texts. These applications should assist decision-makers to assess the feasibility of a research project and help identify potential risks involved in a project.

Despite all the contributions, further refinement and development of risk indicators are warranted. First, future research should develop a method to quantify risk in broader modes of scientific progress. Second, we tested our approach only in the biomedical field because of the limitation of the word embedding model. Third, there is room for improvement in extracting semantic information from documents. Fourth, not all the pairs may represent intended recombinations, which can cause errors. Finally, it is of interest to investigate the source of risk. Risk is attributed to more than novelty, but what it is remains unclear.
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